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Abstract—This article explores the ethical considerations 
surrounding the use of Artificial Intelligence (AI) in the electric 
industry. As AI technologies continue to advance, they have the 
potential to revolutionise various aspects of the electric sector, 
including power generation, distribution, and consumption. 
However, the integration of AI systems in this critical industry 
raises significant ethical questions that must be addressed to 
ensure responsible and sustainable implementation. The recent 
release of several guidelines including the IEEE (Institute of 
Electrical and Electronics Engineers) standard, European AI 
Act, OECD guidelines and other  ones from the society, suggest 
the companies in the Electric Industry to define since now a 
road map to be resilient and compliant versus incoming 
regulations. The paper is the results of workshops with 
professionals in Italy and Ireland. [1] [2] [6]
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I. INTRODUCTION

The energy industry plays a pivotal role in shaping the 

global economy and addressing climate change. With the 
emergence of AI technologies, the energy sector can harness 
the power of data analytics, automation, and optimisation to 
enhance efficiency, reduce carbon emissions, and improve 
overall sustainability. However, ethical concerns arise due to 
the potential impact of AI systems on human safety, privacy, 
equity, and the environment. This paper explores the ethical 
principle of transparency and explainability in the energy 
sector when implementing Artificial Intelligence (AI) 
systems as well as the methodologies and algorithms 
employed to ensure responsible decision-making and 
mitigate biases. 	 The ethical principles of accountability 
and bias mitigation are also crucial in the energy industry's 
utilisation of AI systems. As AI technologies become 
increasingly prevalent, ensuring that decision-making 
processes are transparent, fair, and free from biases is 
paramount. 


II. ARTIFICIAL INTELLIGENCE IN ELECTRIC INDUSTRY

AI mainly refers to applications that are designed to 

search vast data sets and surfaces for specific utilisations 
(healthcare, new materials simulation, but also speech 
recognition, human-like relations and so on). The term 
artificial distinguishes AI from the "natural intelligence" 
attributed to humans and animals. Narrower definitions see 
AI as a branch of computer science that deals with machine 
learning and the automation of intelligent behaviour. 


Today’s intelligent systems use artificial neural 
networks, where computers learn to process raw data from 
examples rather than explicit programming. Neural networks 

are used to solve a variety of problems, including 
classification, prediction, and regression. [3] [4] [5] and they 
permeate all aspects of daily life, hidden and not easily 
perceivable, pract ical ly everywhere: education, 
manufacturing, healthcare, security and so on. AI is often 
used in connection or sometimes even synonymous with the 
terms machine learning, big data, or deep learning. We 
keep as reference in the article the one included in the June 
14, 2023  approval of "European Union (EU)  AI ACT”  
[1]: “a software that is developed with one or more of the 
techniques and approaches listed in Annex I and can, for a 
given set of human-defined objectives, generate outputs such 
as content, predictions, recommendations, or decisions 
influencing the environments they interact with”  (Art. 3(1) 
AI Act). 


Practically it not so different from the May 2019  
definition by The Organisation for Economic Co-
operation and Development (OECD) Counci l 
Recommendation on Artificial Intelligence, [6] that declares  
AI as “a machine-based system that can, for a given set of 
h u m a n - d e f i n e d o b j e c t i v e s , m a k e p re d i c t i o n s , 
recommendations, or decisions influencing real or virtual 
environments” as well as the IEEE “Ethics Certification 
Program for Autonomous and Intelligent Systems (ECPAIS)“ 
that has the goal to create specifications for certification and 
marking processes that advance transparency, accountability, 
and reduction in algorithmic bias in autonomous and 
intelligent systems. ECPAIS, as well, intends to offer a 
process and define a series of marks by which organisations 
can seek certifications for their processes around the A/IS 
products, systems, and services they provide.


A. The change in the game - Generative AI

However, we can’t ignore the transformative potential of 

generative AI the has the capability to create new data from 
existing data and identifying their patterns and structures. It 
improves operational efficiency, optimising energy systems, 
enhancing sustainability, and fostering innovation, especially 
through the use of Application Programming Interfaces 
(API) from dedicated applications. 


Referring to the theoretical foundations of generative AI, 
we should highlight the principles and techniques such as 
generative adversarial networks (GANs) and variational 
auto-encoders (VAEs). These models enable the generation 
of synthetic data and facilitate learning from large datasets, 
thereby enabling AI systems to simulate, predict, and 
optimise energy-related processes.


The diverse applications of generative and non-
generative (discriminative) AI already available in the energy 
sector, can be utilised for demand forecasting, load 
management, renewable energy integration, and energy 
market simulations, facilitate predictive maintenance, fault 
detection, and anomaly detection in energy infrastructure. 
Potential improvements in operational efficiency, grid 
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management, and energy production achieved through the 
integration of generative AI, enhance sustainability efforts by 
optimising renewable energy generation and reducing 
environmental impact.  The Fig. 1 shows the tendencies in 
major markets of AI adoption for Electric Industry associated 
with introduction of renewable energy source and carbon 
print reduction.


 There are though challenges and limitations associated 
with the adoption of generative AI in the energy sector, that 
is why we would address ethical considerations, data privacy 
concerns, and the potential biases inherent in AI algorithms, 
including the computational requirements and the need for 
robust validation and verification techniques to ensure the 
reliability and safety of generative AI systems.


The adoption is guided by administrative and customer 
relationship processes but is progressively extending to 
energy production and distribution.


B. The Electric Industry 

The biggest challenges for the electricity industry are in 

increasing efficiency and sustainability and in the 
progressive introduction of innovation in all fields. Back in 
the 90s  in a survey of the Japanese industry about the use of 
AI in electric power systems, S. Rahman of Virginia 
Polytech. Inst. & State Univ. Blacksburg [7] studied the 
Japanese involvement in the field and visited several 
Japanese R&D laboratories. At that time the use of AI tools 
in the Japanese electric power industry was far more 
widespread than what seen in the US or in Europe. In more 
recent years, AI has gained relevance also in Western word in 
a wide variety of sectors, it is now the fastest growing branch 
of the high-tech industry. It is seen by several governments 
and European Union as a key strategy for mastering some of 
the greatest challenges of our time, such as climate change 
and pollution, and becomes more and more important in the 
energy industry and has a great potential to be deeply 
embedded in the design of the future systems. Typical areas 
of application are electricity trading, smart grids, or the 
sector coupling of electricity, heat and transport. 
Prerequisites for an increased use of AI in the energy system 
are the digitalisation of the energy sector and a 
correspondingly large set of data that is evaluable. AI helps 
make the energy industry more efficient and secure by 
analysing and evaluating the data volumes.


In particular, AI is present in the field of intelligent 
networking of electricity consumers and generators across 
sector boundaries. With the increasing decentralisation and 
digitalisation of the power grid, it is becoming more 
difficult to manage the large number of grid participants and 
keep the grid in balance. This requires evaluating and 
analysing a flood of data. AI helps process this data as 
quickly and efficiently as possible.


Smart grids are another area of application. These 
networks transport not only electricity but also data. 

Especially with an increasing number of volatile power 
generation plants such as solar and wind, it is becoming 
more and more important for power generation to react 
intelligently to consumption. AI can help evaluate, analyse, 
and control the data of the various participants (consumers, 
producers, storage facilities) connected to each other via the 
grid. Through smart grid based application, the AI in energy 
and power market is expected to witness rapidly positive 
growth. For example, Google is using AI to optimise the 
operation of the electrical grid in California, which has 
helped to reduce outages by 20%. [8]


A particular focus of AI in the energy industry is on the 
integration of electro mobility. An increase in e-cars offers 
opportunities and challenges. The charging of electric cars 
must be coordinated, but at the same time, they offer the 
possibility of storing electricity and stabilising the grid, for 
example by adjusting the charging demand to price signals 
and availability. AI can help with all this by monitoring and 
coordinating.


In addition, the AI can stabilise the power grid by, for 
example, detecting anomalies in generation, consumption, or 
transmission in near real time, and then develop suitable 
solutions. Initial research projects in this field, such as at the 
Fraunhofer Institute in Germany,  are already underway.


Further, AI can help coordinate maintenance work and 
determine optimal times for the maintenance of networks 
or individual systems. This helps minimise costs and loss of 
profit as well as disturbances of the network operation. For 
example, Siemens is using AI to predict when wind turbines 
need maintenance, which has helped to reduce the number of 
unplanned outages by 50%.[9]


AI in power trading helps improve forecasts. With AI, it 
is simpler to evaluate systematically the large amount of data 
in electricity trading, such as weather data or historical data. 
Better forecasts also increase grid stability and thus supply 
security. Especially in the field of forecasts, AI can help 
facilitate and speed up the integration of renewables . 
Machine Learning and Neural Networks play an important 
role in improving forecasts in the energy industry. For 
example, Enel is using AI to forecast demand for electricity 
in Italy, which has helped them to reduce their operating 
costs by 10%. (Official reporting)


Developments in forecasting quality in recent years have 
shown the potential of AI in this area: There is already a 
reduction in the demand for control reserve, even though 
the share of volatile power generators in the market has 
increased.


AI can also be used to detect fraudulent activity. This can 
help utilities to protect themselves from financial losses and 
ensure that customers are billed accurately. For example, 
PG&E is using AI to detect fraudulent activity in its billing 

Fig 1 AI adoption progress combined with sustainability 

(elaborated by the author, based on Gov.s official data)

Fig 2 Climate change solution domains, corresponding to main sections of 
Electric industries, matched with selected area of Machine Learning,   AI  
and generative AI that are relevant to each (elaborated by the author)



system, which has helped them to recover millions of dollars 
in lost revenue.


According to McKinsey & Company, AI and 
digitalisation can increase asset productivity by up to 20% 
while reducing maintenance costs by 10%. AI can also 
predict weather patterns, enabling grid operators to 
accurately gauge when wind and solar resources are 
available. The network is, therefore, more reliable


Among the most prominent applications of AI in the 
energy sector are enhanced data management and data 
analytics, improved development of equipment and facilities, 
better equipment management, efficient waste storage and 
disposal, and more engaging employee training.


Based on the above is expected a growth for CAGR of 
24.68% from a market valuation of US$3.103 billion in 2021 
to reach US$14.527 billion in 2028 or AI in energy and 
power market, globally.[10], in fact we can say that AI in 
energy and power market is primarily driven by the growing 
energy needs across the globe, as in the case of streamlining  
the purchase of renewable energy while offering 
predictability and automation to business and industrial 
clients, when AI based solutions  help companies reach 
carbon reduction goals with sustainable energy contracts that 
lower costs, offer predictability and stability, and are 
supported by market-proven AI. In this way the business 
provides clients with customised products to meet their 
unique and complex needs, and also put available next-
generation retail energy products, which match clean energy 
to consumer usage on an hourly basis around the clock.


Europe remains one of the major regions in the AI energy 
and power market and it is home to a number of top utilities 
and providers of AI technology. There is a strong emphasis 
on the adoption of smart grid and green energy technologies. 
As part of its efforts to combat climate change, the European 
Union has set a goal of having 32% of its energy 
consumption come from renewable sources by 2030.


A report by Clutton-Brock et al, [11] add aside effects of 
use of AI where large datasets exist for existing industrial 
processes, it will be possible to use data science and AI to 
optimise the design of new processes. In addition by 
combining satellite imagery, supply chain data, and financial 
accounts it may be possible significantly improve tracking of 
deforestation through corporate supply chains. Overall the 
application of data science and AI with improving satellite 
data is offering new opportunities to monitor emissions at a 
factory or power station level. We can’t forget that finding 
new materials, chemical compounds, and biological agents 
able to address contemporary challenges—for example, 
batteries with 10 times more storage capacity, materials that 
capture more solar energy at greater efficiency, and new 
drugs targeting emerging pathogens—is also a grand 
challenge due to the nearly infinite chemical, biological, and 
atomic design spaces to which scientists have access. Such 
discovery requires pervasive AI-enabled automation, from 
experiment design to execution and analysis. [13]


Projecting environmental risk and developing resiliency 
in a changing environment are central challenges to earth and 
environmental sciences, encompassing atmosphere, land, and 
subsurface systems along with their interdependencies. From 
large-scale observatories such as the Atmospheric Radiation 
Measurement (ARM) facility, AI methods will be essential to 
obtaining the data needed to refine complex earth and 
environmental systems models, and to developing new 
models with unprecedented fidelity and resolution. [14]. The 
discovery of unknown synthesisable materials and complex 
chemical species 1000x faster and with desired properties. 
From the past our ability to discover new materials and 

chemical reactions is driven by intuition, design rules, 
models, and theories derived from scientific data generated 
by experiments and simulation. The number of materials and 
chemical compounds that can be derived is astronomical, so 
finding the desired ones can be like looking for a needle in a 
haystack. Currently, various machine learning (ML) 
approaches are used to help scientists explore complex 
information and data sets with the goal of gaining new 
insights that lead to scientific discoveries. Future discoveries 
of advanced materials could be greatly accelerated through 
ML. Note, for example, the timeline from discovery of 
LiMn2O4 to nickel- manganese-cobalt (NMC) materials for 
batteries. Using known data, we could use ML to accelerate 
discovery of new material classes for batteries from 14 years 
to less than 5 years (Figure 3). The introduction of the 
quantum computers adds to AI a remarkable calculation 
capacity, inducing interesting areas of development but with 
some risk. An expected benefit is in the identification of new 
compounds for batteries.


The timeline in fig. 3 (this is just a graphical timeline, 
and the actual dates may vary) shows the introduction of 
some of the most important new battery technologies over 
the past century. The first commercial battery, the lead-acid 
battery, was invented in 1859. In the early 1900s, the nickel-
cadmium battery was developed, and in the 1970s, the 
lithium-ion battery was invented. Solid-state batteries are 
expected to be safer and more energy-dense than lithium-ion 
batteries. Lithium-sulfur batteries have the potential to be 
much cheaper than lithium-ion batteries. And sodium-ion 
batteries could be a more affordable alternative to lithium-
ion batteries for electric vehicles.[13]


The development of new battery technologies is essential 
for the future of clean energy. Batteries are needed to store 
energy from renewable sources like solar and wind power. 

And they are also needed to power electric vehicles, which 
are becoming increasingly popular.


Quantum computing and artificial intelligence could lead 
to unprecedented discoveries, but the history of new 
materials shows how often seemingly beneficial things can 
end up causing harm, therefore new material discovery 
requires to ensure that future breakthroughs don’t come 
with environmental complications


III. THE NEED FOR ETHICS

Everything reported so far is an exciting picture of a 

technological revolution heralding surprising 
innovations, but it is also clear that the period of 
technological research focused only on a specific aspect is 
over: the implications of a particular project take on much 
broader connotations than the specific ones of the 
solution to the initial problem by requiring developers to 
consider the project with a holistic vision both from a large 

Fig.3 Timeline of introduction for new battery technologies [13] 



technical point of view, considering not only electrical 
networks, but also social ones in uncertain cases. Only 
recently under the push of government/public  bodies, the 
topics  have surged to attention. In the next part of the paper 
we will sketch a possible roadmap for ethical AI, that sets out 
prospective research programmes. The recent Salesforce’s 
New Research [10] shows 67% of senior IT leaders (all 
industries) are prioritising generative AI for their business 
within the next 18 months, with one-third (33%) naming it as 
a top priority. A business using generative AI technology in 
an enterprise setting is different from consumers using it 
for private, individual use. Businesses need to adhere to 
regulations relevant to their respective industries, and there’s 
a minefield of legal, financial, and ethical implications if the 
content generated is inaccurate, inaccessible, or offensive. 
For example, the risk of harm when an generative AI chatbot 
gives incorrect steps for cooking a recipe is much lower than 
when giving a field service worker instructions for repairing 
a piece of heavy machinery or an intervention on a power 
line, momentarily down. If not designed and deployed with 
clear ethical guidelines, generative AI can have unintended 
consequences and potentially cause real harm. A set of 
attributes (Fig 4) should help in fixing a common 
understanding in how to measure a Good AI.


A. More than just a good Quality for Artificial Intelligence

There several cases of companies establishing ethical 

guidelines, to address issues such as fairness, transparency, 
and accountability. They go through it creating ethical AI 
teams, to oversee the development and use of AI, also 
providing training on ethical AI, helping employees to 
understand the ethical implications of AI. That pass through 
consulting with experts, to get guidance on how to develop 
and use AI.


It is possibile in fact to create also big disappointments 
because generative AI can say things that are deeply false. If 
we have no critical judgment, we are heading for 
problems. For years, we have had an approach that says that 
AI is there to assist and enhance the human. Not replace it. 
Some generative AI though reinforces the importance of 
maintaining control, thinking skills and free will. The more 
AI becomes powerful, the more it is necessary to know how 
to manage this technology. For this, trust is essential as well 
as consciousness. 


In 2022, a study of 5,000 executives around the world, 
made by a multinational company, showed that the notions of 
fairness, security, transparency and ethics were predominant. 
Strategic, critical subjects, shared by all. Without trust, there 
is no adoption, no ROI, no scaling. It’s a proof of maturity: 
people are asking for that trust. And the AI revolution will 
not happen without it. Therefore AI must be transparent, 
explainable, robust, respectful of privacy. That is way we 
have used the notion of ethics. 


We shouldn’t forget that we are all biased. We all have 
different education, values, beliefs, and therefore ethics. We 
are in a skewed world; it is therefore necessary to work to 
reduce the bias as little as possible. It's not AI, it's us. An AI 
is not omnipotent: it is as good or bad as the person who is 
going to use it or who entered the data. It requires a lot of 
effort, anyway we need to keep control in the whole creation 
and deployment process. The human being, or better the 
whole Globe ecosystem, must remain at the center of 
everything. Regarding ethics, the European AI Act, in 
progress for final approval, will objectify things, allow the 
developers to be confident in the manufacturing and use 
processes. Despite that some large groups have already 
established internal rules for the development of AI programs 
in safety 


GE Power has established a set of ethical principles for 
the use of AI. These principles address issues such as 
fairness, transparency, and accountability. [15]


Enel has created an ethical AI team to oversee the 
development and use of AI. This team is responsible for 
ensuring that AI systems are developed and used in an ethical 
manner. [16]


PG&E has provided training on ethical AI to its 
employees. This training helps employees to understand the 
ethical implications of AI and how to use AI in an ethical 
manner.[17]


The above ones are very good examples, anyway we 
shouldn’t rely only on these initiatives alone to guarantee the 
development of a “Good AI”. We could foreseen that the 
European regulatory framework becomes the global 
framework. It is vital because AI will disrupt the job market. 
And, for that, we come back to the fundamental notion of 
trust. People need to know when AI is used, how, by whom..


That links into the concept of AI quality and in particular 
when models are used to make predictions and decisions that 
impact the lives of people, it is absolutely essential to respect 
societal and legal expectations of AI transparency, AI 
fairness and AI privacy. Quite often, attributes like fairness 
and privacy are in conflict with simply optimising for model 
performance. e.


In short, AI Quality encompasses not just model 
performance metrics, but a much richer set of attributes 
that capture how well the model will generalise, including its 
conceptual soundness, explainability, stability, robustness, 
reliability and data quality. It also includes attributes 
embodying societal and legal expectations of transparency, 
fairness and privacy, and process-level attributes supporting 
communication, reproducibility, and auditability.


B. Some leading edge project  considering an holistic view

In Italy, the company Ricerca sul Sistema Energetico- 

RSE with headquarters in Milan, tests and evaluates cutting-
edge ICT technologies potentially useful for the electricity 
system. In recent research it has highlighted the paradigm 
shift that the use of AI entails for a researcher, moving from 
individual work to teamwork with a holistic vision,  
including the connection of other networks, not necessarily 
electric, fundamental for the correct management and 
analysis of data, effectively confirming what has been 
expressed so far in the article. The study areas that have 
shown a significant increase in KPI of interest (to monitor 
what in fig 4) are distributed over the entire energy 
distribution process as shown in the table in Fig 5. To be 
highlighted the effort on ontology, that create the base to 
avoid misunderstanding among different networks, not only 
electrical, impacted in some way by the projects with an  

Fig 4  Set of attributes for AI quality with the way to determine them



holistic view and the focus on data collection process to 
avoid bias and have a real-world representation. (Fig 5)  
[18],[19],[20]

 Fig 5 Real use cases of applying AI to the electricity-energy sector 
with holistic view (courtesy of RSE Milan, Italy)


C. The  Digital Ethics Officer
All the above pose the problem for organisations that 

develop innovation through digital projects, which include 
the use of AI: they need to equip themselves with ethics 
appropriate to human values and the challenges of the 
millennium during the conceptualisation phase. The ethical 
discipline in this field is not always yet formalised within the 
policies of private or public organisations; sometimes as a 
deliberate choice sometimes induced by a focus on the 
objectives without considering the side effects of a specific 
application.


In the discussions that have recently animated the 
introduction of AI in many fields, the idea of an 
organisational role that has the precise responsibility of 
ensuring compliance with ethical aspects for digital projects 
is starting to gain ground. We may call this role Digital 

Ethics Officer (DEO), but the name is no relevant, the 
responsibilities are.

It is definitely a new role that must work in a transversal 
way and with a systemic vision of digital projects, taking 
into account the specifics of the sector of activity, the 
territory on which the project will act and the related 
applicable ethical recommendations. A kind of conductor of 
a system that is both ethical, legal and technical at the service 
of a digital manager. He must organise, coordinate and 
animate the considerations on the sidelines of a digital 
project of a company or a public body, knowing the roles and 
responsibilities of the various components of the 
development team. Vital will be the ability to connect the 
various organisational areas, often organised in silos: 
administration, R&D, legal, production, communication, 
marketing, quality, customer service. Each must have its own 
field of intervention and the DEO must maintain a clear 
vision of the process, facilitating the participation of all in 
the definition of an ethical framework for the activities of the 
organisation.


It is important that he manages to maintain a common 
accord between the various elements regarding values to 
defend and ethical rules to put into practice. In fact, he has to 
enforce an overall vision between the various components. 
Both in the planning phase, Design Ethics, and in the 
execution phase, Evolution Ethics, which ensures its 
consistency over time. The latter is a constantly evolving part 
and is based on the ability to consider and capitalise on the 
evolution of ethical, legal and technical aspects by 
anticipating the risks associated with a project that exploits 
Artificial Intelligence.


D. The  main missions of the Digital Ethics Officer

The role of the DEO covers multiple aspects here so that 

we try to briefly list the main activities below. (Summarised 
in fig 6)


1- Have deep knowledge and understanding of the 
company's digital processes


2- Clearly identify exposures and ethical risks of 
projects under development considering all use cases, 
planning and prioritising actions to be implemented to 
minimise ethical and legal risks.


3- Organise and lead the operational governance for 
the supervision of the "human" relationship aspects of 
Artificial Intelligence projects).


4- Be the ethical reference for all digital projects (Ethics 
by Design/ by evolution) and for all certification activities 
and related acronyms.


5- Strengthen the transversality of the references and 
people involved in digital projects, the culture of 

Use Case Approach Result 
commen
t?

Utilities use different information 
systems than usually they are isolated 
from each other. These information 
silos can create many problems (e.g 
example redundancy of information, 
misalignment of database, etc.) but 
also the impossibility of carrying out 
analyses multi-domain through 
innovative techniques (e.g. Big 
Date&ML).

Use of 
ontologies 
(standard IEC 
CIM 
61968/61970) e 
knowledge 
graph


Facilitate 
the 
interopera
bility 
Transpare
ncy 
Explainab
ility

Utilities not only manage the 
electricity grid, but they have to 
manage other systems (gas, district 
heating, etc.) A lot of information can 
also be shared (asset management, 
etc.), instead they are duplicated

Starting from 
the electrical 
standard, derive 
ontologies for 
other systems 
as well

External 
usability 
interroper
ation

Charging station occupancy forecast 
that takes into consideration not only 
the data historical but also real-time 
data Machine learning and big data 
streaming

Machine 
learning and big 
data streaming

Predictive 
maintenan
ce based 
on real 
situations 
and 

Identification of surface discharges on 
high voltage insulators. Computer 
vision and deep learning

Computer 
vision and deep 
learning

Reduce 
cost 
potential 
(outage 

Allow the sharing of technical results 
and best practices (political, regulatory 
and financial), catalysing the joint 
efforts of the public sector e private 
towards the goal of IC1 to accelerate it 
development and implementation of 
innovative technologies for smart grids 
around the world.

Open platform 
development 
for sharing 
documents/
videos (NLP):
-Smart Grids 
Innovation 
Accelerator 
(SGIA)

Facilitate 
classificat
ion of 
document
s and 
norms

Automatically manage the regulator 
voltage (“tap changer”) of a primary 
substation of a medium voltage 
network (Brescia)

Using a 
reinforcement 
algorithm 
learning (Q-
Learning) for 
the choice of 
position of the 

Reduce 
total cost 
of 
maintena
nce Fig 6               Digital Ethics Officer 	 (originated by the author)



cooperation and collective decisions to obtain co-planning 
and transparency within the organisation.


6- Sensitise and advise the different organisational 
entities (design, technicians, admin, etc.) on the ethical 
impact of the role and the associated good practices.


7- Conceiving and distributing an ethical chart with 
the codes of conduct to be applied to digital activities and 
possibly tools available and educating staff.


8- Develop evaluation and control tools within the 
framework of internal (charters, codes) and external (state of 
the art practices) rules in relation to the organisation's area of 
activity.


9- Eliminate or minimise the ethical risks of AI based 
digital projects, including discriminatory and exclusionary 
biases.


10- Integrate and improve the synergy of devices to 
protect the fundamental rights of consumers and citizens and, 
if missing, develop new ones


11- Organise internal reflections to evaluate feedbacks 
from customers/users or people involved in the project 
(internal and external)


All points above require great human, scientific and 
practical qualities and also require that the role be absolutely 
independent in relation to the staff and management of the 
organisation, to avoid exploitation and to foster trust from 
the various parties involved in the project. His action will 
have to allow the company management to become aware of 
the ethical effects of the project and to consequently take all 
the decisions in an informed way. 


E. Conclusion 

In this rapid evolution, despite full regulations are not yet 

released, all organisations need to be prepared to prevent 
issues, be compliant with market expectations and in some 
way contribute to the creation of the necessary mind set to 
foster the technological evolution in support to humanity in a 
comprehensive and positive approach. The role of a Digital 
Ethic Officer or equivalent, inside any organisation, 
could be a first necessary step to assure AI governance 
towards a “Good AI”.


It should drive to a re-arrangement of the model how 
digitalisation and optimisation are implemented through a 
full holistic vision. The parameters of reference will not be 
only the traditional financial measurements, because, for the 
change of market sensibility, the business growth will 
depend also on new “soft elements”, perceived by the clients 

as key to make a selection among vendors. We are facing a 
revolution and also the Electric Industry should be prepared, 
among the first ones.


 The interdependence between humans beings and the 
'common home'  is more intense and evident, both in the 
environment and in human life conditions, with effects and 
developments that are not always clear and predictable and 
drive to new ways to approach to market and society the 
should be kept in consideration. The EU “AI Act” , IEEE 
standards are just an initial harmonisation,  in the meantime 
that those guidelines become a structured applicable law 
every organisation in the Electric Industry urges to plan for 
what AI is concerned and there should be ongoing training 
within electric companies at any level of employees. Ethics 
should be part of the AI culture, and this paper goes in this 
direction. (Milan July 15th, 2023)
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